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Abstract. Credit risk is the primary source of risk to financial institutions. As
part of the credit risk assessment, the New Basel Accord suggests more
granularity in risk-rating classes than currently exists. Credit scoring is one of
important tools help financial institutions to hedge the credit risks. Support
Vector Machine (SVM) is a new machine learning method based on the idea of
VC dimension and Statistical Learning Theory (SLT). It is a good classifier to
solve binary classification problem and the learning results possess stronger
robustness. In this paper default prediction model of the housing mortgage loan
is established by using SVM. We use grid-search method adjusts these penalty
parameters to achieve better generalization performances in our application.

Keywords: Credit scoring; Credit risks; Support Vector Machine (SVM); Grid-
search; Hoausing mortgage loan.

1 Introduction

Credit risk is the primary risk facing financial institutions. With the proposed
guidelines under the New Basel Accord, financial institutions will benefit from better
assessing their risks [1]. Credit risk is commonly defined as the loss resulting from
failure of obligors to honor their payments. Arguably a cornerstone of credit risk
modeling is the probability of default (PD) [2]. The housing mortgage is an important
component of bank loan. However, there are huge credit risks that banks take back
the principals and interest of loan with default of the consumers. Managers in the
bank require the ability to predict the proportion of mortgages that will be defaulted.
Many methods have been used to estimate default. Standard & Poors (S&P) and
Moody have employed accounting analytic and migration analysis to predict the
probability of default. Statistical methods for forecasting default risk include linear
discriminant analysis [3], [4], the logistic regression model [5], [6]. The above
methods typically require large data to build the forecasting model. However, there
are not large data to use in real-life.
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There is a credit scoring system for consumer mortgage loan application to
produce an internal rating. It is a traditional approach based an empirical model,
which takes into account various quantitative as well as subjective factors, such as the
consumers’ age, household income, interest rate, etc. Through this scoring system,
analyzing all the pieces of information in your credit record and summarizing them in
a number calculate a credit score of a consumer. A company named Fair, Isaac & Co.
(FICO) developed a mathematical way to look at factors in your credit record that
may affect your ability and willingness to repay a debt [7]. The problem with this
approach is of course the subjective aspect of the prediction, which makes it difficult
to make consistent estimates. The credit scoring problems can transform to
classification than predict the probabilities of defaults. Recent researches have shown
that Artificial Intelligence (AI) methods achieved better performance than traditional
statistical methods [8], [9].

This paper applies SVM to estimate the mortgage default. In general, SVM has
good generalization performance. However, there are some cases that the numbers of
data in different classed are imbalance. The over-fitting of classifier affects the
generalization performance of model. The kernel parameters  and upper bound C

control the generalization of SVM. Chang and Lin give a grid-search method to find
the best parameter for SVM kernel and upper bound C [10]. We extend and use this
method that adjusts these penalty parameters to achieve better generalization
performances in our application.

This paper is organized as follows. Section 2 introduces the Support Vector
Machine. In section 3, we described the methodology and procedure in assessment
mortgage default, and defined default accuracy and normal accuracy to measure the
performance of prediction model. In section 4, a real-life mortgage data set is to test
the prediction model. Finally, we summarize the work in section 5.

2 Support Vector Machine and Parameter Selection

In this section, we give a brief review of SVM classification. SVM is a novel-learning
machine first developed by Vapnik. It is based on the Structural Risk Minimization
(SRM) principle from computational learning theory [11]. We consider a binary

classification task with input variables x;(i =1,...,/) having corresponding

labels y, =x1. SVM finds the hyperplane to separate these two classes with a
maximum margin. This is equivalent to solving the following optimization problem:
Minimize: —w' -w

Subject to: y,(w-x, +b) =1 )
By introducing Lagrange multiples ¢¢; for the constraints in the (1), the problem

can be transformed into its dual form
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Fig. 1 is a sample linearly separable case. Solid points and circle points represent
two kind of sample separately. H is the separating hyperplane. H, and H, are two
hyperplane through the closest points (the Support Vectors, SVs). The margin is the
perpendicular distance between the separating hyperplane H; and H..

margin
= y
I

Fig. 1: Optimal Separation Hyperplane

To allow some training errors for generalization, slack variables fl.

and penalty
parameter C are introduced. The optimization problem is re-formulated as
1 !
Minimize 5 whow+ Cz é’i
i=1
Subjectto y,(w-x;, +b)21-¢; (3)

1

1
The purpose of C Zi:lf. is to control the number of misclassified samples. The

user chooses the parameter C so that a large C corresponds to assigning a higher
penalty to errors term [12]. In addition, for some classification problems, numbers of
data in different classes are imbalanced. The imbalance may come from the unequal
proportion of samples between the different classes or the unequal density of the
clusters in the feature space even if the populations are the same. Thus, a method

using different penalty C, and C_ for each class to adjust the penalties on the false

positive and false negative [13]. Finding this hyperplane can be translated into the
following optimization problem:
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1 7
Minimize EW W+ C+ Zi:y,.:lé:i +C. Zi:y,:—lé:i

Subjectto ¥, (w-x, +b)=1-¢, )
For nonlinear case, we map the input space into high dimension feature space by a
nonlinear mapping. With a suitable choice of kernel the data can become separable in

feature space despite being non-separable in the original input space. Here are three
kinds of kernel function which are most commonly used:

Polynomial: K, (x;,x;)= (]/)C,-ij +r)",y>0.
RBF: K, (x,,x,)=exp(—y || x, = x, |[}),y > 0.
Sigmoid: K, (x;,x;) = tanh(]’x,-ij +7).

Here, J, r and d are kernel parameters. Every kernel has its advantages and

disadvantages [14]. The kernel type, kernel parameters and the penalty parameter C
control the generalization of Support Vector Machines. The best choice of kernel of C
depends on each other and the art of researcher.

3 Methodology

The estimation of mortgage defaults is a two-class classification task. Accuracy is the
typical performance measure for two-class classification schemes. However, two
learning algorithms can have the same accuracy, but the one which groups the errors
near the decision border is the better one.

In order to appraise the performance of the classifier, Default Accuracy and
Normal Accuracy are selected as standard criteria. We define the default accuracy
and normal accuracy as:

Default Accuracy = default samples classified )
total default samples

Normal Accuracy = normal samples classified (6)
total normal samples

The advantage of the default accuracy and normal accuracy is that that they are a
good indicator of whether the errors are close to the decision border or not. Given
two classifiers with the same accuracy, the one with high default accuracy and normal
accuracy is the better one. This definition is equivalent to the definitions of False
Alarm and Miss Rate in [15].

Since there are three measures of SVM performance, searching for the optimal
solution of SVM parameters is a multi-objective programming. We use RBF kernel to
map the input space into high dimension feature space, and use different upper

bounder C, and C_ for different classes.

The grid-search method use cross-validation on C and ) . Basically pairs of

(C . }/) are tried and the one with the best cross-validation accuracy is picked. The
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grid-search is straight forward but seems stupid. However, there are two motivations
why we prefer the simple grid-search approach. One is that psychologically we may
not feel safe to use methods which avoid doing an exhaustive parameter search by
approximations or heuristics. The other reason is that the computational time to find
good parameters by grid-search is not much more than those by advanced methods
since there are only two parameters. Furthermore, the grid-search can be easily

parallelized because each (C Y ) is independent. The grid-search method in [10] just

is used in training data sets; we extend to use the method in training and test data sets.
The best parameters not only are of the training data sets but also of test data sets.

4 Experiments Results and Analysis

The available default estimation data set in housing mortgage loan is provided by a
major commercial bank of China. This data set contains 18960 samples from January
1998 to December 2004. We defined two classes: “good” and “bad” customers. The
“bad” customer is the borrower with at least one defaulted instalment, or more than 3,
the one that did not pay one instalment over a period of three months. The “good”
customer is the borrower who repayment on time. The data is typically from a sample
of applicants who have been granted credit already. The data is imbalanced; the “bad”
class is rare class.

All customers are the bank’s consumer who had applied to the bank for mortgage
loan. The Data sets consisted of the customer information and the other information
of the loan application form. There are 3 categorical attributes and 11 numerical
attributes. Application characteristics available in the data set are summarized in
Table 1. The “good” customers are labeled “1” and the “bad” customers are labeled

“7] ’

Table 1. The input variables

Index Indicators

Customer Age
Educational Level
Vocation

Working at Industry
Years at current work
Household income
Price of the House
Area of House

House value at purchase
Monthly Payment
First Payment Ratio
Amount of Contract
Loan Terms

Balance of Loan

P o o000V AW —
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We spitted the data into two sub-datasets evenly, one half for training and the other
half for testing, this is referred to as 50-50 split experiment. The training set includes
9480 samples with 241 “bad” customers and 9239 “good” customers. The test set
includes 9480 samples with 240 “bad” customer and 9240 “good” customers. The
data set is imbalanced between the “bad” and “good” class.

Our SVM for default prediction training code is a modification of LIBSVM [16].
The training tools of LIBVM can set different weight on the parameter C of two
classes. Since doing a complete grid-search is a time-consuming work, so we parallel
do this experiments on 3 PC servers at same time. We give the range of C and )/ in

2710~ 2" and C_/ C, = {10, 20, 30}. We get 3 group experiment results and there

are 421 records in every group. The model’ performance of generalization attracts our
more attentions. The Fig. 2 to Fig. 3 show a part of the experiment results.

Test Mode: Default Accurate (C-/C+=10) Test Mode: Marmal Accurate (C-/C+=10)
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Figure 2. Where C_/C, =10, test mode: (a) the highest Default Accuracy is 0.20; (b)
the lowest Normal Accuracy is 0.95.

Test Mode: Default Accurate (C-/C+=20) Test Maode: Normal Accurate (C-/C+=20)
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Figure 3. Where C_/C, =20, test mode: (c) the highest Default Accuracy is 0.50; (b)
the lowest Normal Accuracy is 0.84.
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Table 2 shows a group of detail results in training sets and test sets.
The predicting total accuracy is around 70% both on training and test phases
especially a similar results in Default Accuracy and Normal Accuracy where

C_/C,=30and Log (C,)=0and Log () )= -6. We consider that the model is
under-fitting on the training set with those parameters. When the penalty parameter C
becomes too small the error term impact will be decrease on the training process. In
general, the real life application is one of nonlinear-classifiable case; we need a
relatively big penalty parameter C in fact.

Table 2. The grid-search results

Training sets Test sets
olile. Log Log Total  Default Normal Total Default Normal
- C,) Y ) Accuracy Accuracy Accuracy Accuracy Accuracy Accuracy
10 10 -2 98% 95% 98% 93% 22% 95%
10 6 -3 95% 63% 96% 92% 22% 94%
10 10 -4 95% 70% 96% 91% 22% 93%
10 7 -3 95% 71% 96% 92% 21% 93%
10 9 -4 95% 65% 96% 92% 21% 94%
10 8 -3 95% 77% 96% 91% 21% 93%
20 3 -9 84% 54% 85% 83% 50% 84%
20 1 -7 84% 53% 85% 83% 50% 84%
20 2 -8 84% 54% 85% 83% 50% 84%
20 2 -6 85% 61% 86% 86% 50% 87%
20 0 -5 86% 57% 87% 86% 50% 87%
20 8 -10 85% 56% 85% 85% 50% 86%
30 0 -6 74% 76% 74% 70% 69% 70%
30 2 -8 73% 76% 73% 68% 69% 68%
30 3 -8 74% 74% 74% 71% 69% 71%
30 0 -7 73% 74% 73% 67% 68% 67%
30 1 -7 74% 76% 73% 69% 68% 69%
30 -3 -4 75% 74% 75% 70% 68% 70%
30 -1 -6 73% 73% 73% 68% 68% 68%

The predicting total accuracy is above 90% both in training sets and test sets where
C_/C,=10and Log (C,)=10and Log () )= -2, but the Default Accuracy is very

poor in test phase. Obviously we must to provide more detailed analysis why the
results are so poor. We discuss the problem with those experts of the commercial
bank. They give some explanations about the imbalance data set. Due to the housing
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mortgage loan belong to a long-term loan; the period of repayment of credit is
between 5 and 30 years in general. In China the loans are developed just before few
years ago. The default period is not coming so soon. There is a reason for the poor
result that credit information of customers is incomplete and some dirty data in the
data sets.

We compare the respectively-penalty SVM (RP-SVM) in this paper with classic
SVM and other machine learning algorithms. We select the classic SVM, BP Neural
Network and Decision Tree algorithms to training the same data set. Then we predict
the same test data set using their classification model respectively. Table 3 shows the
comparison of predicting result of those algorithms.

Table 3. The comparison of predicting result

Classification Algorithm Normal Accuracy  Default Accuracy Total Accuracy

RP-SVM 95.31% 22.45% 93.47%
Classic SVM 95.60% 16.63% 93.60%
BP Neural Network 95.10% 12.05% 92.50%
Decision Tree 95.29% 14.96% 93.26%

It is obvious in the Table 3 that Default Accuracy of RP-SVM is better than other
methods under similar total predicting accuracy, which the predicting accuracy can
increase just 5%. Our future direction of the research would focus on how to improve
the Default Accuracy especially in the testing data set.

5 Conclusions

As we have shown, SVM are capable of estimation defaults from real life mortgage
data. We can adjust just few parameters to obtain the results not very obvious at first
glance. This makes SVM particularly well suited as an underlying technique for
credit rating and risk management methods applied by financial institution. Further
research focus on how to improve the Default Accuracy and Normal Accuracy in the
test data set. We believe that deeper data preprocessing and more suitable parameters
selection will contribute to improve the performance of generalization. Extending the
two-class classification to multi-class classification and introducing fuzzy SVM are
also our future research work.
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